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Abstract: In multiagent systems a coalition structure is a colthe set of optimal coalition structures changes over time. |
lection of pair-wise disjoint subsets of agents whose uniothis case, any solver can only aim at generating as often as
yields the entire population. Given a characteristic fiomct possible near-optimal coalition structures. In fact, anras-
guantifying the worth of agent subsets, searching for agtimsumption shall be that the initial goal function is not known
coalition structures (i.e. where the sum of subsets’ waosth iand that no information is available concerning if, when and
maximal) is a well-known NP-hard combinatorial optimiza-how such a goal function shall vary, the only available infor
tion problem. While existing algorithms (either determiicis mation at each time being simply the worth of (the blocks of)
or stochastic) deal with time-invariant goal functions fb- the coalition structure generated at that time. Hence, alngs

cus here is on dynamic settings, where the worth of agent sutrucially has to detect changes of the goal function andvallo
sets possibly varies over time in an unknown and unpredetalfor re-generating coalition structures previously foundbe
fashion. The aim is to design an adaptive dynamic process ggroor when such changes do (or seem to) occur.

erating coalition structures with high worth most of theesn While in the static formulation any stochastic search method
To this end, detecting variations in the worth of agent sulean be compared with some deterministic one [11] [16] [18],
sets becomes crucial. The proposed method takes into dccotle dynamic formulation lacks benchmarks for comparisons.
such (possible) changes by intensifying the exploratidiniac ~ There is no univocally defined solution, and different smve
whenever they are detected. The performance with respectdan only be compared, through simulation results, in terfins o
the worth of optimal coalition structures is evaluated tlylo some performance index. The proposed mechanism identifies
simulations. coalitions as decisional units, and thus it is distributbdt is,
Keywords: Adaptive Coalition Structure Generation, Coali-without a central authority. Although it is adjustable foadi-
tional Game, Simulation, Dynamic and Non-superadditive Ertion structure generation in the non-CF form [18], this pape

vironment, Cooperative Multiagent System. focuses on the CF form. In particular, the time-varying Wwort
. of coalitions is chosen in a way such that at each time thefset o
1. Introduction optimal coalition structures and the associated maximattwo

MAS i t i id to b tivewh are easily determined. This is used for comparing, at eaeh ti
(multiagent systems) are said to beoperativewhen the worth of generated coalition structures with the woith o

agents are assumed to collaborate in order to achieve Somﬁimal coalition structures. The contribution is methioge

optimal outcome of the overall system [15] [20] [21]. In thisicaI, providing a solver for a novel dynamic setting, which

ssttlrlg, a great td eal 0; attentlton has b(:ftr.] palci to cciahthg therefore dealt with in essentially abstract terms. Sach
structure generation, Wnere oulcomesgaetitionsot agents, - oy js tested through simulations in the challengingade

thalllt i;:,bfolll?ctioEs of digjoint_ (:Igali[t;ons (t)'r subse'istpélaﬁ%_ where the time-varying CF is double-peaked (i.e. displgyin
calied blocks, Whose Union yields the entire popuiationeBl .5 mayima, a global and a local one) and bi-symmetric (i.e.

a characteristic function CF or coalitional game, assig;ninWith the population partitioned into two types and the waith
a worth to each coalition, the worth of coalition structureg, - iitions depending only on members’ type)

obtains as the sum of their blocks’ worth, and optimalitgizis Although this paper addresses dynamic environments, it

where such a global worth is maximal. Searching for Optlmegeems worth recalling that searching for optimal partgioh

coatl)llnon sltéuc;l;res r|13 a NP-ha_rd_cotmblnatona! ?pthf;gat a (finite) set with given CF is a problem arising in a variety of
problem [16] [17], whose generic instance consists ofXfie applications. Mainly, ircombinatorial auctiongwhere agents

dimensional real-valued vector specifying the worth ofrtho are to be interpreted as goods to sell and the CF gets deter-

empt%/) Coﬁ:&onst’hWhe:e'; etN IIS the (finite) number of mined by the available bids), maximizing the revenue am®unt

agin S (.W ' I?th'e seto T]at“;a S). I . d math to optimally partition the goods and sell the blocks. Sinyia
xmain aim ot this paperis to formaily organiz€ and math€y, 14q) gj1ocation mechanism desighthe system has to per-

mat_lcally approach coalition structure generation in uhgrw .form a set of basic tasks each of which may be performed

settings, where the woth of C0a|ItI.OI’]S varies over time "More or less efficiently by different coalitions, then glbtaesk

an unkhown and unpredlgta}ble fashion. In the static SCBNATL 6 formance is maximized when both agents and tasks to be

searching amounts to (efficiently) explore the space of iean erformed are optimally partitioned with a bijection betme

tqlat_e sc;lhutlon?(nalmely, thg lattice Olf pgrtitrllon; of ag)anrﬂe_n- these two partitions such that each block of agents performs
ifying the optimal ones. Conversely, in the dynamic scenar exactly one block of tasks [7] [19]. In fact, this issue is em-
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bedded within the more generstrategic multi-agent systemsin turn, is symmetric (through some), thenc¢” = @ =

framework, wherenegotiation protocolplay a fundamental «(P) = w(Q) for all pairs P,Q € P™. The number of

role, and such an (alternative) scenario is briefly dealwit optimal coalition structures then is large, making it easie

the sequel as related work. But perhaps the broader frarkew@earch on the one hand, but also more demanding to coordinate

where optimal partitions crucially enter the picturéaggd (or,  in massive systems on the other (see below).

more generallyfuzzy clustering that is, a data set is to be  |n a static environment the worth of coalition structurés(t

optimally partitioned so to have, roughly speaking, maximu s, the goal function) does not change in time, while in a dy-

(minimum) diversity between (within) blocks. namic one such a main time-invariance assumption is relaxed

Yet, apart from different possible magnitudes and fregigsnc

of changes in the goal function, environments can be dynamic

in rather different ways. In particular, a main distincteeems

Ehe following: either changes of the goal function, wherythe
ccur, constitute a novel input of the search problem, & els
ey have to be detected by the solver itself. In the former

case, no matter how often and/or unpredictably changes do

Joceur, the solver knows the worth of each coalition at each
time. In turn, this crucially implies that over any time intel

such tha) £ A, € 2V for 1 < k < |P|and — A, N Ay for during which the2™ — 1 worths of coalitions are known not _

1 < h < k< |P)|,with | - | denoting cardinality as usual. to vary one may well (and should reaso_nably) use any avail-
Let PM denote the set of coalition structures. In fact,able static search method. Conversely, in the latter case no
(PM_A,v) is alattice, ordered bycoarsening> and with of such methods seems very usefl_J!, because at each time one

meetA andjoin V. Thatis, if P,Q € PM andP > Q, then only knows the worth of those coalitions that are blocks ef th

every block ofQ) is a subset of some block &f. Also, P A Q parttl;t]lor]: plrlevalllng a:)lthat tllr_r:_e (tha':)'st' .?gifnevilr Iglomlt
is the coarsest partition finer than bathand@, while P v Q worth of all conceivable coalitions). Put it differentiet goal

is the finest partition coarser than batrand@ [3]. Recursion ;g?rzté%n ?E.i"l;/t?g’.;n ?:(?2;"’ t\gg'lsee;?]y Str?ggrsfoanrggi:hp
By =1, B = Yocnem ("5 1) By yields the a-th Bell . 'S precisely g u

v <5 ko s ) el 6al) sach mtad o ol st
A CF or coalitional gamev : 2 — R, . v(}) = 0 y ' y

quantifies the worth of coalitions. The worih P) of coalition lexplore tr;\? topin — 1r;th’ ar;d thenl— 2'|th Ielvelsl of par(tjltlzn
structuresP is given by the sum of their blocks’ worth: attice (P, A, V) (whose bottom level is level 0, and there

arem levels). That is to say, they cheek({M}) and all the

w(P) = Z v(A)forall P e PM, @ 2’”—'1.— 1 worthsw({A, M\A}), ¢ A C M of 2-cardinal
partitions. This (exponential) search provides an uppento

(which is m) for the ratio of the worth of optimal coalition

Let PM = {P € PM : w(P) > w(Q)forall@ € PM}  structures and the highest checked worth. Next, searchaig p

contain all optimal coalition structures. Coalitional gzsnare  ceeds to the lower levels of the partition lattice, as long as

2m-dimensional vectors € R3". They aresuperadditiveif  there is time available, and the upper bound decreases more o

v(AUB) > v(A)+v(B)forall A, B € 2" suchthatdnNB = |ess rapidly depending on the chosen method [11] [16]. On the

0, while if > is replaced with<, thenv is subadditive. Apart other hand, stochastic methods are compared with determini

from the chosen dynamic scenario, the concern here is wifig ones in terms of the worthiest coalition structure pratl

optimal coalition structures when is neither superadditive for any fixed amount of time available for the search [18]. In

nor subadditive [20], as i is superadditive, them(M) > this respect, the former methods seem to outperform ther Jatt

> acpv(A) forall P e PM, while if v is subadditive, then and the gap is greater when concerned with the non-CF form,

Yiear 0(i) = X 4cpv(A) forall P e PM. Thatis to say, if where the partition function : PM — R is not additively

v is superadditive, then the coarsest (top) coalition stinect separable that is, admitting no Ck : 2™ — R, such that

PT = {M} is optimal, while if v is subadditive, then the w(P) =3 cpv(A)foral P e PM (see above).

finest (bottom) coalition structurB; = {{0},...,{m — 1}}

is optimal. A coalitional game isymmetridf the worthv(A) 3. Dynamic coalition structure gener ation

of any coalition depends only on its cardinalitt|. That is

2. Preliminaries

The agent set is\/ := {0,1,...,m — 1} C Z4, where
Z, = NU{0} denotes the set of positive integers. That is, th
first m — 1 positive integers are the identifiers of agents. Th
set of coalitions (or subsets of agents)t = {A: A C M}.
A coalition structure is a partition a7, that is, a (honempty)
set P of (nonempty) and pair wise disjoint coalitions, calle
blocks, whose union yield$/. Formally,P = {A1,..., Ajp|}

AeP

to say, there is some function: {0,1,...,m} — R, such Available coalition structure generation methods expré,
that v(A) = ~(JA|) for all A € 2M. In cooperative game (réated as the search space, toward optimality, along some
theory, partition functionss : PM — R, are known as tme-pattern of partitions?®, P*,... . P*,... . PT € PV,

global gameslf the worth of coalition structures is given by Which may be determined through atdeterministic or else
expression (1) above for some coalitional gamehenw is stochastic rule. At each the worthw(P?) of the currently
additively separabl¢g]. generated partition structure is explored (i.e. compytadgl

Theclassof partitionsP € P is them-vector of positive the output, at any (possibly constrained) times the latest
integerse?” = {c?’ Py e zm wherec!” is the number of found coalition structure of maximal worth. Whatever patter

Y m

k-cardinal blocks ofP [3]. It is not hard to see that if global 'S chosen, the goal function is crucially assumed to remain
gamew is additively separatedby coalitional games which, fixed over time. This may be called ttatic search setting
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As for the situation where the worthof coalitions (or, more a problem, a common issue is how to dynamically balance
generally, the worthu of partitions) may vary unpredictably betweendiversification(i.e. exploration of the search space)
over time, letZt,0 < ¢t < T denote the information avail- andintensification(i.e. exploitation of accumulated search ex-
able for generating the coalition structué*! that will pre- perience), so to quickly identify regions of the search spac
vail at timet¢ + 1. Minimally, the solver should be endowedwith high quality solutions and, on the other side, not to
with all previously generated coalition structures ancbass waste too much time in poor regions [5]. Two main philoso-
ated (global) worth. That is, minimallyf* > P!, w, (Pt') phies ardrajectory methodswhich are sophistications of local
for 0 < t/ < t, wherewy (Pt/) denotes the worth attained search algorithms (such as tabu search, iterated locadtgear
by the coalition structure®’’ generated at’. Then, ady- variable neighborhood search and simulated annealing), an
namic coalition structure generatiomethod is a sequence population-based methodsuch as ant colony optimization
ft,t > 0 of mappings or rules specifying how to obtaif  and evolutionary computation), that incorporate a leaynin
given Z'~!. Concretely, such rules induce some probabilitcomponent. In evolutionary computation, this latter congau
distribution £ : PM — [0, 1] over the partition lattice, that is, is based on recombination of previously evaluated solstion
> pepnm f1(P) = 1. Finally, any such a dynamic generation[18]. Here, basic iterated local search empowered withtitri
method has the goal to maximi2€,,. w.(P")é"*, where positive probabilities of re-visiting previously generdparti-

0 € (0,1] is some discount factor, and the whole time horitions (which shall depend, in turn, on some time-varying and
zonT may or may not be known. In the latter case the goal iperformance-dependent level of exploration activity)nsea
to maximize thelim of this summation of all the worths of suitable approach to the dynamic problem addressed here.

T— . . ..
generated coalition structures. In fact,det 1 for simplicity. Roughly speaking, iterated local seajr\;:h for coalitioncstru
With this formalization, the static search setting correlureé generation outputs a Sequerﬁﬁapf’t.%t > 0 of pairs
sponds to the situation where the s@tst > 0, together Of @ partition P! € PM and some associated neighborhood
with the above minimal information, also encode that ther&€s: C P*' within which a search, whether deterministic

exists a unique (i.e. time-invariant) coalitional game d¢f COr stochastic, exhaustive or partial, is conducted. Chycia
v 2M — R, such thatw,(P*) = Y ,.piv(A) for all apart from the very first generated partitiét¥ (and associ-

0 < ¢ < T. This is here named thetatic CF form scenario ~ ated neighborhood), all subsequent partitiétist > 0 (and
More sophisticatedly, one may only have the weaker informa&ssociated neighborhoog,!) are not generated through pure
tion that for all¢ > 0 there is some; : 2 — R, such that randomization, but according to some higher level criterio
wi(P*) =Y 4cpr v¢(A). This is here named thigynamic CF
form scenarig as the coalitional game, that additively sep-

arates the global game; (which, in turn, assigns a worth to When conceiving multistage coalition structure generatén

coa!ltlon stcr:ch]EuraD ) may_ber;ume var;l/<|ng. Ne:t’ trr\]ere IS Fhesultlng from individual agents’ decisions, many times such
static non-CF form scenarjovhere one knows thatthere exists;q isions are to be assumed driven by selfishness, in which

X L . CoM
ahunlque S"e' time Ln\?arlarl}t) global game: P" ;’ IS‘* suc_h case models often disregard the CF form, while emphasiz-
t atwctl(:]; ) = w(P") fora 0= tdg T F!nal y’; € ynamur:l ing stability and/or bounded computational capabilityr Ex-

nhon- orm scenaricorresponds precisely the case w er‘?imple, agents may be assumed to periodically receive tasks

: . ) > Prect _
the |nf0|rmkat|on Steﬁg 620 a:e mlnlmatl '3 the .I';_ltl_)ove f?&se'whose performance requires to join coalitions, and thereby
one only knows the previously generated coalition SUBEUry, ;qi, those coalitions where their individual task is more

gng't:hflrreal|zed wo(;th.dHencz, In cliy?am|cscenar|lozl(lm¢et likely to be performed and/or where they receive higher pay-
n orm or not and indepen enty_rd]ﬁ) the available In- e o contributing to other’s tasks performance (andhpess
formgﬂon is not sufficient for computing thg Worth of optima e-commerce is the main application of such models). From
coaI|t|(_)n structures, even fr_om a fulex posviewpoint, _..__such a viewpoint, the focus is on coalition formation raaglt
While no static search will ever evaluate twice any partitiong. - agents’ use afiegotiation protocol§4] [7] [10] [12] [13]

in dynamic Sce”a{}os some constant explorat.ion of, vigual 20] [22]. “A self-interested agent will choose the besastgy
the whole spac@™ seems needed, although it may be mor or itself, which cannot be explicitly imposed form outside

or Iess. intense d'epending on previous performance. In fa erefore, the protocols need to be designed usingreco-
dynamic generation algorithms should detect changes of tgﬁerative, strategiperspective: the main question is what so-

goal function, and allow for each partition to be generatét w cial outcomes follow given a protocol whigjuarantees that
strictly positive probability after each such detections@ each agent's desired local strategy is best for that agemtd a
deterministic mgthod§ correspor}q.to sequences of gemlerati[hus the agent will use’i(see [15], pp. 201-202). Conversely,
rul_es f',¢t > 0 inducing prqbabllltles that place the WhOIein cooperative systems no negotiation whatsoever needs to b
unitary massA;)n one (;oallt!on ?tructurﬁg(P) =1 forMa modeled, as there is no selfish behavior. Borrowing from game
uniqueP € PM, P = P ,Whll;fz(?) =0forall@ € P™, theory, the former setting is concerned withnflict games
.Q # P. Otherwise, 'ﬂ.{.P €P: fI.(P) =~ 0}| > 1L, that.|.s, where, roughly speaking, any outcome leaves some players
i more then one partition has a Str.'Ctly posmv_e probapitf unsatisfied, while the latter one is concerned vatiordina-
being generated, then the method is stoghasth. - tion gameswhere there is a non-empty set of outcomes which
Although metaheuristicapply to combinatorial optimiza- 3}re the most desirable al agents, and thus the issue is how
t

tion p_roblems and the dyn_amlc scenarios (in CF form or no coordinate all agents so to get any of such socially ogtima
described above do not yield a typical instance for any Su%htcomes

3.1 Related work
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4. Merge & split generation

119

a = 0.05 = 1 — @ and, concerning initializationy(k) = @
for —H < k < 1andAw(P*):=0for —H < k <0.

Focusing on coalition structure generation in the dynaniic C  The proposed method basically alternates two transitions,
form scenario, a main feature of the proposed merge & splplit and merge, but if the recent performance turns out to be

method is that the intensity of the exploration activity e
trolled (and, in particular, dynamically fine-tuned) thgbua

particularly poor (which could well be due, in fact, to a chan
in the CF assigning a worth to each coalition), then a pure

mainexploration parameten(t) € (0, 1), which shall depend randomization cycle is used. In this respect, note that Ioy co

ontheH € N global worthsw(P*~"),1 < h < H, whereH

struction the largee(t), the smaller the worth of the most re-

identifies thememoryof the model. These worths are used precently generated partition8~*, ..., Pt~ Accordingly, let

cisely for detecting whether the goal function is likely @i
recently changed or not. In fact, within each cytle 0, the

& be some threshold value such thatift) > &, then cyclet
proceeds to pure randomization, as described hereaftesr-Ot

performed simulations firstly compute the worthiP*~') of  wise, it proceeds to splitting or else to merging depending o
the coalition structure inherited from the past. Secortilyy \whether cycle — 1 has been a merging or else a splitting one,
compute such a paramete(t), next used as the basis uponas detailed below. In practicé,= 0.5; this threshold value has
which all randomization is carried out, depending on whetheyeen chosen (among others that have been tested), on the ba-
cyclet is devoted tomerging or else tosplitting, or else to  sis of its observed performance in preliminary simulatidns

pure randomizationA merging cycle always ends by definingfact, defining this threshold value as a function of the aidé

a coalition structuré®* > P*~1, while a splitting cycle always information, that is@ = &; = G(Z;—1), and according to a
ends by defining a coalition structuf¢ < P'~' and a pure higher level criterion is a conceivable a future developmen

randomization cycle may well generate a coalition strueetur

Purerandomization. Starting from some exogenous initial

such thatP® # P*~'  P*. The generation process is stochaspartition P, the first cycle (i.e. cycle 1) is a pure randomiza-

tic: given the available informatiof’—!, all cyclest produce

tion one. In fact, given initializationg(1) > 0.5 (see above).

coalition structureP’ as the realization of a random partitionAlso, as initially there is no available information, thisesns

according to a probability distributiofi: : PM — [0,1].
Concerninga(t), lett > 2H and consider the lasi
generated coalition structurg¥— pt—H+1 = pt=1 Af
ter evaluatingw(P!~1), cyclet proceeds computing(t) as
a function of the2H + 2 valuesw(P*~") anda(t — h) for
1< h < H+1,asfollows. Setv} := max{w(Pt') (<t}

Aw(P) = (wU”)_umP“U)/(wU”‘U)

Aa(t) = ““L&Of%‘”

the most natural and reasonable choice. Simulations always
start with the finest partitio®® = {{0}, {1},...,{m — 1}}.

All successive pure randomization cycles- 1 work exactly

the same as cycle 1, inheriting some partit®ir ' from the
past. Hence, this cycle type is described for gengrgiven
Pi=t = {A7Y... A[LL ). After computing global worth
w(P'™1) anda(t) € [a,1 — a] accordingly (see above), if
a(t) > &, then the pure randomization cycle firstly generates a
random subset C P!~ of P‘~!'s blocks within which some
random splittingshall occur. Conversely, within the comple-
ment setP!~1\ S of remaining blocks someandom merging
shall occur. Aiming to have larger blocks more likelySrand

As > h=("IY)19] lety(h,H) := L) and then

L H—h+1 smaller ones more likely in the complemeRt—1\S, a ran-
= 1/7

choosen(t) so to stay as close as possible to verifying ijgom{rzalai € z[f’ 1]} is generated for each agene M. Then,
= 1.5 QS5 =
Aw(Ph) L=Aa(t—htD) tu
Z ~(h, H) Z ~(h, H) S={AeP ' |{icA:q; €[l —alt),a(t)]} >0},
1<h<H 1<h<H
The exploration parameter is used in a way (described pWhere the labeling, . . ., [S] of coalitionsA € S'is random. In

low) such that the greater(t), the more the generated par_worqls, the largen(¢) (and, in any casey(t) > 0.5), the Ia@er
tition P! is allowed to différ)from the previously generatedthe intervall — O‘(t)’a(m' Also, for each blqck4 < Pt. K
one Pt~1. In fact, the above expression requires that the Iafhe largerA], the more I|ke|y. at quSt one agent A realizes
est valuen(t) is determined so that the weighted average dfo " © [} — a(t), a(t)], in which cased € S. Clearly,
(1—a(t—H+1)),...,(1—a(t)) is as close as possible to the! \I=5°={B1,.... Bisei} =

weighted average ahw(P!=H), ... Aw(P!~1), with more —{BeP ™ :|{ieB:a;e[l-a),a)]} =0},
recent values having more weight than older ones. Neverthe-
less, while this latter average may take any value (depgndiwhere, again, the labeling . . ., |S¢| of coalitionsB € S°¢ is
on the observed worth of generated partitions), the waysthe erandom. In this way,P!~! (which is a collection of disjoint
ploration parameter is used requires this latter to be bedind coalitions) gets partitioned int§ and its complement®.

that is,0 < a < a(t) < @ < 1. Accordingly, if thea(t) that Within S random splitting occurs by means of the’s
satisfies expression (2) above (there always exist a uniggle oabove: for each blockdl € S, another setd’ C A is created
exceedsy, thena(t) = @. On the other hand, ifitturnsoutto as A’ = {i € A : a; < 0.5}. On the other hand, withig°
be less thamy, thena(t) = «. In this way,«(t) is constantly random merging occurs as follows. Firstly, agaiti,splits in
updated in a way such that, roughly speaking, the more iseredawo disjoint setsS;, S§ = 5S¢\ .Sy, by generating a random real
ing the worth of the last generated partitions, the less intensey;, € [0, 1] for eachB;, € S (i.e.1 < k < |5¢|) and setting
the exploration activity over the ladf cycles. In particular, S; = {Br € S° : a;y < 0.5}. Next, for eachB;, € Sy, a
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random integepy. € {0,1,...,]S¢|} is generated. The newly which point somé) ## B; C S (with, possibly,B; = A7) will
generated partitiof®* can now be defined as follows. be given. This is reiterated withigy = S\{Ay : Ay C B1},
Random mergingif 8, = 0, thenB;, € P?; otherwise, if and then again withis, = S;1\{A; : A, C B>}, and so on,
Bk > 0,then(B,yUBg,) C B’ € P';inwords, if 3, = 0, then until By, is such thatS;,_1\{4 : Ax C By} = 0. The new
B, which is a block of the inherited partitiaR’—!, remains a partition P* is now generated as follows: jftfjl € PIY1\S,
block of the newly generated partitidef as well. Conversely, thenAif1 € Pt; otherwise, eactB;, C S resulting from the
if 3z > 0, then B, merges with blockBg, from S§, which, above reiterated procedure satisfigs € P'. Hence,P* co-
in turn, also merges with all other blocks;, € S; such that incides withP!~! over agentsubsé\tl\( U Ak), while

Bn = B. That is to say, a generic blodk’ (resulting from i » 1<k<|S| .
random merging) of the newly generated partitidhhas form each block of the partition Olfgk%w‘Ak is someB;, resulting
B’ = (B, UBg,) U By, from the above reiterated procedure.

hifoy = >0 Splitting. Splitting cyclest start as above, by computing

Random splittingif § ¢ A’ C A, then bothA” and A\ A’
are blocks of the newly generated partitiot’;, A\A’ € P?.
Otherwise,A being a block of the inherited partitioR* 1, it

the global wortho(P*~1) of partition P*~! inherited from the
past andx(t) € [a,1 — ] accordingly, and then generating
. . a random subsef C P*~! of P*~!’s blocks exactly like for
also remains a block of the newly generated ofies P*. o . :
- . 1 pure randomization cycles, with larger blocks are mordyike
If the o;'s, 7 € M, are such thaf = () = S¢ = Pt~ !, then ) ;
the pure randomization cycle only performs random merginto enters :.{Al’ oA ) \(v_here the labeling, ..., ‘S|. IS
lgandom again. For each coaliti¢fy, ... ,i)4} = A € S, with

ithin Pt—1 Simi if e _ _ pt-1
Fandomization oceute by only performing rardom spitindandom ordering..... 4] of agents € A, et ~ . andfor
y ony p g PYING < <AL if vi(B) —vi(B\i;) < 0, then updates = B\i;

within Pt~1. In generalf) C S, S¢ c P'~!, in which case the . :
L . . . otherwise, stop. Hence, for some random order of agems in
newly generated coalition structuf® is non-intersectinghe ... . . . : . AR
it is iteratively checked if theimarginal contributionyields

preceding ong”!~! [8]. That is, define agent subskt’ c M . . g

by M’ = {i € M :i € A c S};thenP is finer (coarser) than * (A\( 1§%1J<j in)) = v (A\( 13%3]- in)). When reaching the

P!t over M’ (M\M). very first agent;, whose marginal contribution is strictly pos-
As already mentioned, the proposed method mainly alteitive the procedure stops. Next, the newly generated partit

nates merging and splitting. In particular, consecutivepan- P* coincides withP*~! over the subseM\( U Ak) of

. - . . 1<k<|S|
domization cyc_les are not aIIowed_. This means that if cy_ute agents (as for the previous merging cycle), while each hiick
a pure randomization one, then either cycle 1 is a merging

one and cyclée + 1 is a splitting one, or else the opposite, i.e.the partition Oflgkug\s A is either of the form (1<;5J<jfh)’

t — 1is a splitting cycle and + 1 is a merging one. Hence, if or else it is a 1-cardinal blocki, } with i, € A andh < j,,
cyclet — 1 wasnot a pure randomization one, therft) > @ for someA € S.

implies that cycle is a pure randomization one. But if cycle . . .

# — 1 was a pure randomization one, then independently fromr Simulation environment

the value ofa(t) cycle ¢ shall be a merging or else a split-
ting one depending on whether cy¢le 2 was, respectively, a

splitting or else a merging one. . . M :
. "y . - : — > .
Both merging and splitting cycles also heavily rely upor{Z]’ some time-varying CFs, : 2 Ryt > O.'S neede.d. It
o ) . . . Is chosen to be such that at eathe worth of optimal coalition
randomization, but in a very biased fashion, where the bia : : . . X
. . . T . Structures is easily determined. This is achieved by mebas o
obtains by means of the available information: the (dynamic

CF form and the worth of blocks of generated partitions (Whicdouble—peakeq (ie. dlsp!ay!ng tW.O maxima, a global af‘f’ alo
: o cal one) and bi-symmetric (i.e. with the population pastitd
completely disregarded by pure randomization cycles).

. . . into two types and the worth of coalitions depending only on
Merging. Merging cycles’ start as above, that is, by com- members’ type) CF. Recall once again that such a maximum
puting the global worthu(P!~1) of partition P~ inherited yp ' g

from the past and(t) € [e, 1 — ¢ accordingly. Next, a random worth is not an information available for coalition structu
subsets  Pt-1 of Pt_l,s’ blocks is obtainea by g’enerating ageneration, but it is crucial for evaluating the performanc

random reah;, € [0,1] for eachA’" € P'~! and then set- Double-peaked and bi-symmetric CFs. Consider the set

; 1 t—1 k : D,, = {m* : ™ € N} # 0 of divisors of the number

ting S = {A,7" € P'~" : a;, < «(t)}. For notational conve- m : i

nience,S = {A; A5/}, with random labeling 5] m of agents. For the simulations, two (random) sequences
’-- RAR .’ 3 R * k 3k 1 *< *k .

of coalitionsA € S. At this point, superadditivity of the un- Zgr’;nte ;\, fr;’é;iegf? eeraged,lévtn:zt': {;né l;o.rie<ve2/t}

derlying coalitional games or Cks, ¢t > 0, (assigning worths dA* — 1 z o e ht -~ - - lmtl

to coalitions) over thdield 2° is used in order to assess the?"® = = ti caits i o Wheremy < mj™ clearly

more profitable merging withirs. After computing241) if ~ implies A" € A7. The worthv,(4).¢ > 0is

Merge & split being designed for the dynamic CF form sce-
nario, in order to test it through our simulation model COALA

[AL] 2
t(A1UA3) i (A1) Al?
bOthUt(Al UAQ) > Ut(Al)—‘rUt(AQ) and7A1‘+|A2| > “\Al\ Ut(A) _ : |>k ‘ _ forall A € 2M, (3)
are true, themB; = A; U Ay; otherwise,B; = A;. In any 1+ min{A;(A4), \;*(4)}

case, forAs, if both v,(By U As) > v(B1) + v4(Asz) and whereX: (A) := (|A| —m})? + (JA| — 1)2 and, analogously,

vt (B1UA3) vt (B1) — ok sk sk
.|31|+\A§\ > g, aretrue, therﬁl =B uAg. Inany case, = (A):= (|A| — m*)% + (JA}*| — 1)
it is next checked whether mergirfe, U A4 is profitable or The setting is dynamic, of course, as, m}* change in

not in the same way, and this continues until reaching, at  time. In particular, at any optimal coalition structures are
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e -cardinal, each of their blocks is;*-cardinal and con- COALA: normalized GW vs. alpha
tams precisely one agent with identifie -, so that the ! ' ' ' " dona
t . __normalize
associated global worth iS"— (m;*)? = m - mj;*. This CF historical mean G -+

form is useful to test the generatlon process in the tricky dy  ost
namic scenario where changes of the CF, occurring at gener ‘
timest’, obtain by settingn;* = m;, . In words, whenever PN S W . A S S

they occur, changes do not lead to a fall in the the worth o
previously optimal coalition structures. Yet, after chesgc-
cur such previously optimal coalition structures corregptm
local rather than global maxima. Thus, CF changes (and now
optimal coalition structures) are harder to detect (and find o2 [
At any stept, the number of optimal coalition structures is

Values

H (m— "‘?* —h(mi"— )) ( n_ k) % 2000 4000 5000 8000 10000
0<k< —1 =1 7” Time (timesteps)
<kt _ . _
(=1 ; (4)  Fig. 1. Normalized GW and with 10* agents angh*, m**

mt

randomly varying every 500 time steps.
which might seem large, making it simpler to generate near-
optimal coalition structures. Still, from a game-thearakiper-
spective the case with many (Pareto) optimal outcomes is nc 1

COALA: normalized m*,normalized m**, normalized #mean

T
normalized m* «-------

trivial at all, modeling the situation where achieving opdility normalized '

normalized #mean

is not hard because of strategic matters but for the likeliho
of coordination failure [15].

Performance evaluation. The designed and implemented
simulation model is based on the GAIA framework and the z osr
ARTIS middleware [1]. The approach relies on the parallel anc
distributed simulation technique, specifically the ABTnid-
dleware provides the simulation engine and the GAIA frame-
work, that is based on dynamic reallocation of simulatedehod
entities, enhances the simulation efficiency, increagingim-
ulator’'s scalability and performance [6]. These high perfo " lowed f
mance tools allow for a wide variety of simulations, withgar 0 7000 pro po 73000
number of agents and very complex simulated models. In an, Time (fmesteps)

case, dynamic coalition structure generation constitutes/el Fig. 2. Normalized average cardinality of coalitions and

complex setting where to work with such tools. normalizedn*, m** with 10* agents aneh*, m** randomly
The following two figures present, respectively, the worth varying every 500 time steps.

of generated coalition structures and the average caitginal
of blocks. In particular, the worth of each generated cioaulit
structure is divided by the worth of optimal coalition struc
tures, that is known beingr - m;* at each step. This ratio
is namednormalized Global Wort{GW), which seems most
naturally plotted together with the exploration parameteso
to check whether changes of the CF are actually detected
how the algorithm behaves accordingly. Moreover, in theesal
figure the historical mean GW is also plotted, which is useful w(A) wy(PY)

to depict the trend of the simulated scenario. In the conguani normalized GWt) := Z ¢ = —, (5
figure two further ratios appear: the current andm** both Acpr TV Ty memy

divided by the maximunm** generated during the simulation

itself. This enables to check the speed at which coalitiend t with v;(A), A € 2 defined by expression (3) above.

toward the optimal cardinality and, when such an optimal car It may be immediately noticed that the historical mean GW
dinality is not reached, on what average cardinality cimed (that is, the average performance over time) is steadilyrato
tend to stabilize. In this simulation environment a popalat 60% of the worth of optimal coalition structures (see Figure 1,
of m = 10* agents is considered; more populated envirordotted dark gray line). This seems satisfactory given that t
ments will be considered in the future. Figures 1 and 2 shosystem is rather dynamic and in several simulation intsrval
a simulation of the dynamic CF form scenario defined by exhe average cardinality of coalitions is closeritd than to
pression (3) above. The two randomly generated sequencesof* (see Figure 2, continuous black line). Inspection of step
divisors of 10* (with m; < m;* as desired, see above) areinterval 2000-3000 reveals that the exploration parameter
m; = 4,10, 25,10, 20, 40, 100, 20 10, 25,50, 20, 100, 10,25,  behaves properly: as long as the GW (see Figure 1, dotted ligh
50, 4,10, 25,50 andm;* = 10, 20, 50, 25, 40, 100, 500, 25, gray line) falls over timeq keeps increasing until an optimum

0.8

=

Normalize

0.4

100, 50, 100, 100, 500, 20, 100, 200, 100, 25, 50, 100, with each
value applying to a 500 step interval. In the former figure
the continuous black line shows the behavior displayed by
a(t) € [a,@] C [0,1]. In order to obtain 40, 1]-ranged plot
fl%the worth of generated coalition structuiese Pt > 0

NS s well, the dotted light gray line shows
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is reached, although this latter is only a local one (seerEiguThey are (poset) functions taking values embeddedairs,
2, 3000-3500 time-steps). namely, pairs consisting of a partition and a coalition stieth

An overall inspection of normalized GW vsg(t) leads to the former embeds the latter as one of its blocks [14]. Con-
conclude that the noise around optimal coalition strustise cretely, this sophisticates the dynamic CF-form scenasio ¢
higher when the cardinality of optimal coalitions (i.e.¢ls) is  sidered thus far by assuming that the solver may observe the
smaller. In fact, there is a trade-off: larger optimal ble¢tke worth of generated blocks although such a worth may well vary
longer to be reached but the generation process is also maepending on what generated partition embeds the blodic(sta
stable, while when optimal coalition structures consishafy  coalition structure generation in PFF is addressed in [18])
small blocks (i.e. whem;* is smaller) generated partitions get
closer to optimal ones faster, but their volatility is highe  REferences
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